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When simulating physical systems, the determination of the free (Gibbs) energies of the different states of the
system is very desirable because it provides information on the stability of these states. To couple the system to
some reference state, these calculations exploit the fact that the free energy depends only on the current state of
the system and utilize the concept of a thermodynamic cycle. Furthermore, depending on the nature of the process
studied the computations often use ’alchemical’ mutations, thus, the transformation of atoms from one type into
another. However, the determination of absolute free energies is very challenging. In these calculations, the process of
decoupling the ligand from the rest of the system or annihilating it completely is simulated when it is free in solution
as well as bound to the protein. As a consequence, there are problems in obtaining converged results, especially, when
decoupling/annihilating the ligand bound to the protein. This arises because in the final stages of the transformation
the ligand is weakly coupled to the environment and explores the entire simulation box.

Often we are not interested in the absolute value of the free energy (which by itself is relative to a standard state)
but in the free energy relative to another state in the system. These relative free energies reflect relative stabilities
of different states at equilibrium. This is relevant, for example, in determining receptor-ligand binding affinities,
solubilities, adsorption coefficients of molecules to surfaces and conformational equilibria.

In order to compute a certain property of a state relative to another state in a selective way, we normally couple
the two states. This is often done by modifying the Hamiltonian of the system by what is known as the coupling
parameter approach. By changing the value of the coupling parameter, the system is transformed from one state to the
other. Now there is a need to evaluate the change in free energy associated with this transformation. The two methods
that are often used are the Thermodynamic Integration (TI)[1] and the Free Energy Perturbation (FEP)[2] techniques.
Note that except of the landmark discovery by Jarzynski[3] that relates the free energy difference at equilibrium to
an ensemble of non-equilibrium processes, there have not been any conceptual changes in the field (despite several
advancements in their applications) since these methods have been introduced.

Nevertheless, the success of using these methods has increased rapidly in the last decade. The reason for this
is that in order to obtain reliable results the simulated system should be able to sample all configurations with
probabilities determined by the ensemble of interest. For biological applications, this is an obstacle because different
stable conformations of biological molecules are held together by many, relatively strong, intra- and inter-molecular
forces (hydrogen bonds, electrostatic interactions), which can be substituted by similar strength of interactions with
the solvent. This results in a rugged free energy surface with numerous locally stable minima surrounded by large
barriers. During a typical molecular dynamics simulation time, the system will likely be kinetically trapped in one of
these minima.

Obviously, the rapid increase in computer power and its availability in the last few decades has contributed to
partially circumvent this problem. Concurrently, there have been several methodological developments that helped
exploring configuration space more efficiently. Escaping deep local minima usually involves the dissociation of several
atom pairs to larger distances. This is the only physical route available because atoms cannot cross each other due to the
hard-core repulsion at short distances. However, the advantage of computer simulations is their ability to employ non-
physical routes to achieve physically meaningful results. An interesting concept, in which the interparticle potential at
short distances is ’soft’ instead of ’hard’, has been formulated[4, 5]. For this soft-core interaction, the van der Waals
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potential is modified so that the infinite high energy that results from the overlap of atoms is replaced by a relatively
low finite value. This modification allows for atoms to overlap and pass through each other and is commonly used in
combination with TI and FEP methods[6, 7].

Another advancement is based on the idea that the system is able to escape the multiple local minima if it is
characterized by high enough energy or temperature. Currently, the most efficient and attractive solution to this
problem is obtained by the Replica Exchange Molecular Dynamics (REMD) algorithm[8, 9] and its various variants,
especially those that attempt to exchange the configurations between replicas with different modified Hamiltonians (H-
REMD)[10, 11, 12, 13, 14]. Utilizing these REMD methods to enhance the sampling of phase space during the free
energy calculations is straightforward. However, in the case of H-REMD, it is also possible to define the Hamiltonians
obtained from the coupling parameter used in TI as the modified Hamiltonians of the different replicas[15, 16, 17].
In regard to the FEP method, its major drawback is that the ensemble of configurations of the reference state should
include that of the target state. A recent development has been proposed (termed Enveloping Distribution Sampling)
in which the reference state is designed such that it contains the important parts of the phase space of both states[18].

For simulations at constant temperature and pressure, the Gibbs free energy is the most fundamental property of
the system and the quest for its determination will perpetuate. In fact, in recent years there has been an increase in
the number of studies using these computational methods. For this reason, it is likely to see continuation of method
developments especially those that combine free energy calculations with efficient methods of sampling configuration
space.
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